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Glossary

base year The vear for which the inventory is to be taken.
In some cases (such as estimating CH. from rich
production), the base vear is simply the last year of a
number of years over which an average must be taken.

bottom-up modeling A modeling approach that arrives at
economic conclusions from an analysis of the effect of
changes in specific parameters on narrow parts of the
total system.

carbon tax A tax on fossil fuels based on the individual
carbon content of each fuel. Under a carbon tax, coal
would be taxed the highest per MBru, followed by
petroleum and then natural gas.

demand-side management The planning, implementation,
and monitoring of utility activities designed to encourage
customers to modify their pattern of electricity usage.

discount rate The rate at which money grows in value
(relative to inflation) if it is invested.

dynamic In the field of modeling, a dynamic model includes
intertemporal relations between variables. A model that
does not include such relations is called static.

energy forms and levels Primary energy is energy that has
not been subjected to any conversion or transformation
process. Secondary energy (derived energy) has been
produced by the conversion or transformation of
primary energy or of another secondary form of energy.
Final energy (energy supplied) is the energy made
available to the consumer before its final conversion
(i.e., before urilization). Useful energy is the energy
made usefully available to the consumer after its final
conversion (1.e., in its final urilization}.
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energy intensity The amount of energy required per unit of
a partcular product or activity.

energy services The service or end use ultimartely provided
by energy. For example, in a home with an electric hear
pump, the service provided by electricity is not to drive
the heat pump’s electric motor but rather to provide
comfortable conditions inside the house.

engineering approach A particular form of bottom-up
modeling in which engineering-type process descrip-
tions (e.g., fuel efficiency of end-use devices) are used to
calculate a more aggregared energy demand. This term
is parricularly used in contrast to econometric models.

exogenous variables Variables determined outside the
system under consideration. In the case of energy
planning models, these may be political, social, or
environmental, for example.

feedback When one var
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original variable (i.e., augmenting or diminishing the
warming). A positive feedback intensifies the effect. A
negative feedback reduces the effect.

fossil fuel Coal, petroleum, or natural gas or any fuel
derived from them.
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general equilibrium analyeis An approach that consider
simultaneously all the markets in an economy, allowing
for feedback effects between individual markets. Tt is
particularly concerned with the conditions that permit
simultaneously equilibrium in all markets and with the
determinants and properties of such an economy-wide
set of equilibrium.

income elasticity The expected percentage change in the
quantity demand for a good given a 1% change in
income. An income elasticity of demand for electricity
of 1.0 implies that a 1% increase in income will result in
a 1% increase in demand for electricity.

ige]

input-output analysis A method of investigating the inter-
relationship berween the branches of a national econc-
my in a specific time period. The representation, in the
form of a matrix table, is called an input-output table,
An input-output analysis allows the changes in toral
demand in related industrial branches to be estimated.

ieast-cost planning In energy planning, the praciice of
basing invesrment decisions on the least costly option
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subject to the operative constraints.
FQL €x ample it can be used ro find the most profitable
set of outputs that can be produced from a given rype of
crude oil input to a given refinery with given output
prices. The technique can deal only with situations
where activities can be expressed in the form of linear
cquallmes or inequalities and where the criterion is also

macroeconomics The study of economic aggregates and
the relationships berween them. The targers of macro-
economic policy are the level and rate of change of
national income (i.e., economic growth), the level of
unemployiment, and the rate of infladon. In macro-
economics, the questions about energy are how its price
and availability affect economic growth, unemploy-
ment, and inflation, and how economic growth affects
the demand for energy.

marginal costs In linear programming, this term has the
very specific meaning of change of the objecrive
function value as a result of a change in the right-
hand-side value of a constraint. If, for example, the
objective is to minimize costs, and if the capacity of a
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plant, is fully umhzad, the marginal cost in the linear
planning sense expresses the (hypothetical) reduction of
the objective function value (i.e., the benefit) of an
additional unit of capacity.

market clearing The economic condition of supply equal-
ing demand.

optimization model A model describing a system or
problem in such a way that the application of rigorous
analytical procedures to the representation results in the
best solution for a given vanab]e(s) within the
constraints of all relevant limitations.

price elasticities The expected percentage change in
quantity demand for a good given a 1% change in
price. A price elaRticity of demand for electricity of —0.5
umplies that a 1% Increase in price will result in 2 half
percent decrease in demand for electricity.

renewable energy Energy obtained from sources that are
essentially inexhaustible (unlike, for example, the fossil
tuels, of which there is a finite supply). Renewable
sources of energy include wood, waste, wind, geother-
mal, and solar thermal energy.

etrofit To update an existing structure or technology by
modifying it, as opposed to creating something entirely
new from scratch. For example, an old house can be

retrofitted with advanced windows to slow the flow of

energy into or from the house.
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is referred
system In a single time period; it is reterred coas
dynamic if the ourput of the current period is affected
by evolution or expansion compared with previous
periods. The imporrance of these models derives from
the impossibility of excessive cost of conducing experi-
ments on the system itself.

top-down modeling A modeling approach that proceeds
from broad, highly aggregated generalizations to
regionally or functionally disaggregared derails.

Two general approaches have been used for the
integrated assessment of energy demand and supply:
the so-called bottom-up and top-down approaches.
The bottom-up approach focuses on individual
technologies for delivering energy services, such as
household durable goods and industrial process
technologies. For such technologies, the approach
artempts to estimate the costs and benefits associated
with investments in increased energy efficiency, often
in the context of reductions in greenhouse gas (GHG)
emission or other environmental impacts. The top-
down method assumes a general equilibrium or
macroeconomic perspective, wherein costs are de-
fined in terms of losses in economic output, income,
or gross domestic product (GDP), typically from the
imposition of energy or emissions taxes.

I. GOALS, CONTEXT, AND USE:
BOTTOM-UP APPROACHES

The fundamental difference between the two ap-
proaches is in the perspective taken by each on
consumer and firm behavior and the performance of
markets for energy efficiency. The bottom-up ap-
proach assumes that various marker “barriers”
prevent consumers from taking actions that would
be in their private self-interest—that is, would result
in the provision of energy services at lower cost.
These market barriers include lack of information
about energy efficiency opportunities, lack of access
to capital to finance energy efficiency investment, and
misplaced incentives that separate responsibilities



o energy efficiency result solely from the presence
of environmental externalities that are not reflecred
in market prices.

In general, an assessment carried out using the
bottom-up approach will very likely show signifi-
cantly lower costs for meeting a given objective (e.g.,
a limit on carbon emissions) than will one using a
top-down approach. To some extent, the differences
may lie in a failure of bottom-up studies ro accurately
account for all costs associated with implementing
specific actions. Top-down methods, on the other
hand, can fail to account realistically for consumer
and producer behavior by relying too heavily on
aggregate data, as noted by Krause er al. In addition,
some top-down methods sacrifice sectoral and
technology detail in return for being able to solve
for general equilibrium resource allocations. Finally,
Boero et al. noted that top-down methods often
ignore the fact that economies depart significantly
from the stylized equilibria represented by the
methods. Each approach, however, captures costs
or details on technologies, consumer behavior, or
impacts that the other does not. Consequently, a
comprehensive assessment should combine elements
of each approach to ensure that all relevant costs and
impacts are accounted for.

The two approaches have been used in the
development of national energy plans or policies that
require identification and analysis of different actions
that governments could take to encourage adoption
of energy technologies and practices. Based on such
analyses, policymakers can decide which options not
only satisfy specific policy objectives but are also
within institutional, political, and budget constraints.
Typically, the analytic process will follow a series of
steps, each of which produces information for
decision makers. The manner in which these steps
are performed will reflect each country’s resources,
objectives, and decision-making process.

Both approaches have been used extensively in the
assessment of costs of climate change mitigation. The
earlier literature dating to 1970s focused primarily
on evaluation of the energy and particularly the
petroleum sector, and categorized approaches into
sectoral models, industry-market models, energy
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of climate change and the short-term reduction of
GHG emissions. The following sections focus on the
evolution and use of energy-sector bottom-up ap-
proaches as they have been applied for mitigation
assessment, particularly the short-rerm reduction of
GHG emissions.

2. STRUCTURE OF AN ENERGY
SECTOR BOTTOM-UP ASSESSMENT

The energy sector comprises the major energy
demand sectors (industry, residential and commer-
cial, transport, and agriculture) and the energy
supply sector (resource extraction, CONversion, and
delivery of energy products). GHG emissions occur
at various points in the sector, from resource
extraction to end use, and, accordingly, options for
mitigation exist at various points.

The bottom-up approach involves the development
of scenarios based on energy end uses and evaluation
of specific technologies that can satisfy demands for
energy services. One can compare technologies based
on their relative cost to achieve a unit of GHG
reduction and other features of interest. This
approach gives equal weight to both energy supply
and energy demand options. A variety of screening
criteria, including indicators of cost-effectiveness as
well as noneconomic concerns, can be used to identify
and assess promising options, which can then he
combined to create one or more mitigation scenarios.
Mitigation scenarios are evaluated against the back-
drop of a baseline scenario, which simulates the
events assumed to take place in the absence of
mitigation efforts. Mitigation scenarios can be
designed to meet specific emission reduction targets
or to simulate the effect of specific policy interven-
tions. The results of a bottom-up assessment can then
be linked to a top-down analysis of the impacts of
energy sector scenarios on the macroeconomy.

Energy-sector bottom-up assessments require phy-
sical and economic data about the energy system,
socioeconomic variables, and specific technology
options, and GHG emissions if these are targeted.
Using these data, 2 model or accounting sys

energy sector is designed to suit local circumstances,

em of the
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disaggregared energy data is normalized to match the
national e 161_'gjv supply to ls ioz the base year. One
then calibrates base year Wi Lh the existing

GHG inven o c.lSU assem-
bles data for bw
end-use sectors and in energy SUpE

The data far the base vear is used as a starting
point for making projections of furure parameters
and developing integrated scenarios of energvy de-
mand and supply. On both the demand and supply
side, one identifies and screens potential technology
options to select those that will be included in the
analysis. The screening is guided by information
from an assessment of energy resources, as well as
the potential for energy imports and exports.

Once the list of technologies has been made
manageable by the screening process, the analyst
characterizes potential technology options in end-use
sectors and in energy supply with respect to costs,

The data from the energy demand and supply
analyses are then entered into an energy secror model
or accounting framework that allows for integrated
analysis of the varions options that can meer energy

requirements. This analysis calculates costs and
impacts over the time horizon considered, the results
are reviewed for reasonableness, and uncertainty is
taken into consideration. This step involves combin-
ing technology options to meet the objectives of each
scenario. The selection of technologies may be made
directly by the analyst or performed by the model (as
with an optimization model).

The baseline scenario projects energy use and
emissions over the time horizon selected, reflecting
the development of the national economy and energy
system under the assumption that no policies are
introduced to reduce GHG emissions. The baseline
scenario must include sufficient derail on furure
energy production systems, and

energy Use patterns,
performance, and other features. On the demand
side, this characterization will assist in projecting

technology choices to enable the evaluation of
specific policy options. An alternative baseline

Screen potential
technology optians
I
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FIGURE I Structure of a bottom-up assessment.




he reSLIzs are assessed with
chievakility, given
barriers to implementation an d the policy instru-
ments that might be used, such as tases, standards,
incentive programs.

For both baseline and policy scenarios, the analyst
assesses the impacts on the macroeconomy, social
goals (such as employment), and the national
environment. One approach is to integrate botrom-
up assessment with a macroeconomic model. Deci-
sion analvsis merhads thar allow for consideration of
multiple criteria may a

lIso be appropriate.

After scenarios have been analyzed and options
have been ranked in terms of their attractiveness (on
both quantitative and qualitative terms), it is desir-
able to conduct a more detailed evaluation of policies
thar can encourage adoption of selected options.
Such an evaluation can play an important role in
the development of a national strategy. The latter
step requires close communication between analysts,

o lezee aen P N artiae
pu‘uyma LETS, ana other interested parties.

3. TYPICAL MODELS FOR
A BOTTOM-UP ENERGY
SECTOR ASSESSMENT

Bottom-up assessments of the energy sector typically
use an accounting or modeling framework to capture
the interactions among technologies and to ensure
consistency in the assessment of energy, emission,
and cost impacts. Accounting and modeling methods
can vary greatly in terms of their sophistication, data
intensiveness, and complexity. This section provides
an overview of key concepts and capabilities of some
models that have been used for this purpose in
energy/environmental studies in developing and
industrialized countries.

As discussed earlier, it is common to divide energy
models into two types, so-called bottom-up and top-
down, depending on their representation of technol-
ogy, markets, and decision making. In practice, there
is a continuum of models, each combining technolo-
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nd eprimiz sior. Between these two cases are
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The description of the future varies among the
models. Some models can only analyze a snapshot
year and compare this to another year, without any
representation of the transition between them.
Dynamic models, on the other hand, allow for
time-dependent descriptions of the different elements
of the energy system. While the snapshot models
enable great derail in the representation of the
system, dynamic models allow for representation of
technology capacity transfer between time periods
and thus time-dependent capacity expansion, time-
dependent depletion of resources, and abatement
costs as they vary over time.

In dynamic modeling, information about future
costs and prices of energy is available through two
diametrically different foresight assumptions. With
myopic foresight, the decisions in the model are
made on a year-by-year basis, reflecting the assump-

tion that acrors expect current puces to prevail

indefinitely. Assuming perfect foresight, the decisions
at any vear are based on the data for the entire time
horizon. The model thus reflects the activities of
market participants as if they use the model itself to
predict prices.

Table I summarizes the key design features of
some of the models. Most of the models listed in
Table I can be used to integrate data on energy
demand and supply. The models can use this
information for determining an optimal or equili-
brium mix of energy supply and demand options.
The various models use cost information to different
degrees and provide for different levels of integration
between the energy sector and the overall economy.

3.1 Energy Accounting Models

Energy accounting models reflect an engineering or
'mput output conception of the relations among
energy, technology, and the services they combine
to produce. This view is based on the concept of
energy services that are demanded by end users.
Schematically, this can be represented as follows:

Energy inputs > Technology > Energy services.



Model characteristics Energy accounting Engineering optimization Irerative equilibrium Hybrid
Energy supply representation Process analysis Process analysic - Supply curve
Energy demand representation Exogenous Exogenous
Multiperiod Yesg Yes
(-‘oncumtr/produccr' foresight Nort applicable Perfect/myopic Myopic
Seludion algorithm Accounting Linear or nonlinear optimization Iteration
For policy purposes, the significance of this approach projections—ithat is, there is no explicit representa-

is that a given type and level of energy service can be
obtained through various combinations of energy
inputs and rechnologies. In particular, holding the
service constant while increasing the energy effi-
ciency of the rechnolog allows decrease in the
required level of energy lz,put. Ina rang& of cases,
when other factors are held equal, this lowers the
overall cost of the energy service. W!m accounting
models, the evaluation and comparison of policies is
performed by the analyst external to the model itself.

These models are essentially elaborations on the
following accounting identity describing the energy
required for satisfving a given level of a specific
ENErZY SErvice:
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where E indicates energy, A indicates activiry, and
I indicares intensity. With multiple end uses agg re-
gate energy demand is simply the sum as fOHOW :

E = Sum of (AL)).

Accounting models are essentially spreadsheet
programs in which energy flows and related informa-
tfion such ag carbon emissiong are tracked H‘nrmcrh

such identities. The interpretation of the results, qnd
the ranking of different policies quantified in this
manner, is external to the model and relies primarily
on the judgment of the analysrt.

Note that these calculations assume that a number
of factors are held constant, including energy service
level and equipment saturations. Also, these expres-
sions represent a quasi-static views in actual practice,

such calculations would be p61f011116d over time

paths of costs, activities, intensities, and prices
developed in scenario construction. Finally, it is easy
to see that factors for carbon savings from the shift to
efficient technologies can be easily included in such
calculations.

In energy accounting models

, INAaCcrOoeconomic
factors enter only as inputs in derivin

ng demand-side

tion of feedback from the energy sector to the overall
economy. While different models contain different
evels of detail in representing the supply sector,
supply-demand balancing in this type of model is
accomplished by back calculation of supply from
demand projections.

In contrast te optimization models, accounting
models cannot easily generate a least-cost mitigation
solution. They can be used to represent cost-
minimizing behavior estimated by the analyst,
however. They tend to require less data and expertise
and are simpler and easier 10 use than optimization
models.

In engineering optimization models, the model itself
provides a numerical assessment and comparison of
different policies. These models are linear programs
in which the most basic criterion is total cost of
providing economy-wide energy services under dif-
ferent scenarios; when this criterion is used, the
structure of this type of model as used in mitigation

analysis can be represented schematically as follows:
Minimize total cost of providing energy
and satistying end-use demand subject to

Energy supplied, energy demanded
End-use demands satisfied
Available resource limits not exceeded

Wy o =

In addition to the overall optimization structure of
these models, perhaps the key distinction between
these and the accounting models is that, within the
model structure itself, trade-offs are made among
different means of satisfying given end-use demands
for energy services.

The intertemporal structure of these linear pro-
gramming models varies. Some are constructed
to perform a target year analysis: the model 1
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solutions.

In e1g neering optimization models, macroeco-
nomic factors enter in twoe ways. First, the" are used
to construet forecasts of useful energy demands.
Second, they can be introduced as constraints. For
example, the overall cost minimization can be
constrained by limits on foreign exchange or capital
resources. In both cases, the models do not provide
for the representarion of feedbacks from the energy
sector to the overall economy.

Supply and demand are balanced in engineer-
ing optimization models by the presence of con-
straints, as indicated earlier. The engineering detail
and level of disaggregation used in both the
supply and demand side are ar the discretion of the
user, and in practice these vary widely among
models.

This type of model allows several means of
analyzing GHG emissions and the effects thereupon
of wvarious policy options. For example, as an
alternative to minimizing energy costs, criteria such
as minimizing carbon output subject to the con-
straints can be emploved. In addition, an overall
cap on carbon emissions can be entered as a
constraint in the model and the cost minimiza-
tion performed with this restriction. Each such
approach allows the comparison of different policy
Intervention.

3 Iterative Equilibrium Models

3.3
These models incorporate the dynamics of marke
processes related to energy via an explicit 1eplesenta—
tion of market equilibrium~—that is, the balancing of
supply and demand. These are used to model a
country’s total energy system and do not explicitly
include an economy model integrated with the
energy system model. Thus, macroeconomic factors
enter the model exogenously, as in the previous
model types discussed. (That is, demands for energy
services are derived from macroeconomic drivers
rather than being obtained endogenously.) These
models thus occupy an intermediate position be-
tween engineering, energy-focused models, and pure
market equilibrium models.

The methodology employed to solve
a process network wherein individual e
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cesses are represented with standard mo ,
with a phcmon specific data, and linked t g ether a:
appropriate. Prices and quantities are then adjuste
iteratively until equilibrium is achieved. This itera-
tive approacl" males it much easier to include
noncompetitive-market factors in the system than
in the optimization approach.

3.4 Hybrid Models

In hybrid models, the basic policy measure is the
maximization of the present value of the utility of a
representative consumer through the model planning
horizon. Constraints are of two types: macroeco-
nomic relations among capital, labor, and forms of
energy, and energy system constraints. The model
genblatr:s different time paths of energy use and costs
and macroeconomic investment and output. The
energy s ul model contains repr of end-us
technologles, with different models containing dif-
ferent levels of detail. Schematically, this type of
model can be represented as follows:

esentations o

D

Maximize (discounted) utility of consumprion

subject to

1. Macroeconomic relations among output, in-
vestment, capital, labor, and energy

7. Energy system and resource constraints (as in
engineering optimization models)

The constraints in this case are also dynamic: they
represent time paths for the model variables.

In this type of model, energy demands are
endogenous to the model rather than imposed
exogenously by the analyst. In addition, this optimi-
zation strucrure indicates the difference we noted
earlier in the way the different models incorporate
macroeconomic data. Specifically, in accounting and
engineering optimization models, these data—on
GDP, population growth, capital resources, and so
on—enter essentially in the underlying constructions
of the baseline and policy scenarios. In the hybrid
model, however, such data enter in the macroeco-
nomic relations (technically, the aggregate produc-
tion function) as elasticities and other parameters.
Within this model framework, changes in energy
demand and supply can feed back to affect macro-
economic factors. It should be noted that, despite
their inclusion of engineering optimization subcom-
ponents, tbese models typically do not contain as
much detail on specific end-use technologies as many
purely engineering models.
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technical change; (5) capturing facility retirement

dynamics; (6) avoiding extreme solutions; and (7)
accounting for carbon flows

4.1 Incorporating Efficiency versus Equi

None of the models discussed earlier pro‘\'id=
explicitly for making trade-offs between efficiency
and equity. Different models, however, have different
implications for the analyst’s consideration of this
important issue. Nonoptimization models do not
themselves choose among different policies in an
explicit way but can allow for the ranking of policies
according to criteria specified by the analyst, includ-
ing considerations of equity. Engineering optimiza-
tion models, since they focus on least-cost solutions
to the provision of energy services; leave to the
analyst the judgment of how to twade-off the

importance of energy with thar of other economic
and social priorities. The models that optimize the

utility of a representative consumer, In a sense,
constrain consideration of the issue the most.
Embedded in this modeling structure is a view of
the economic system that equates social optima with
competitive economic equilibria; the appropriateness
of this perspective in the applicarion at hand must be
weighed carefully.

4.2 Aggregation over Time, Regions,
Sectors, and Consumers

Perhaps the most fundamental formulation issue is
the level of aggregation at which costs and benefits
are calculated. Economic efficiency is generally
insured if discounted net benefits are maximized in
the aggregate; any desired income redistribution is
handled subsequemly. Decision makers, however, are
fundamentally interested in how the costs and
benefits fall on various income, industry, and
regional groups. Coupled with the relative emphasis
of the analysis on equity versus efficiency is the
desired level of disaggregation of the model by
region, time periods, industry, and income group.

n
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COSTS based on

4.3 Representing Decision Rules Used
by Consumers

Accounting models contain no explicit representation
of consumer decision malking. In practice, however,
their use often reflects the view that certain marker
barriers constrain consumers from making optimal
decisions with respect to energy efficiency. Ar the
other extreme, the use of the representative conswmer
in the optimization models rests on strong assump-
tions regarding consumer behavior, serving primarily
to ensure mathematical and empirical tractability.
Key among these are perfect foresight and essential
homogeneity among consumers or households.

4.4 Incorporating Technical Change

Another set of key assumptions about inputs are
those made about the costs and efficiencies of current
and future rechnologies, both for energy supply and
energy use, Most analysts use a combination of
statistical analysis of historical data on the demand
for individual fuels and a process analysis of
individual technologies in use or under development
to represent trends in energy technologies. At some
point these two approaches tend to look quite similar
though, as the end-use process analysis usually runs
out of new technology concepts after some years or
decades, and it is then assumed that the efficiency of
the most efficient technologies for which there is an
actual proposed design will continue to improve as
time goes on. Particularly important, but difficult,
here is projecting technological progress. Almost all
top-down models have relied on the assumption of
“exogenous” or “autonomous” technical change, that
is, productivity trends (relating to energy as well
as other factors of production) that are a function
of time only, and in particular not affected by
gither changes in relative factor prices or by policy
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policies, or both. Thic research may eventually
a i 1 3

4.5 Capturing Facility
Betirement Dynamics

Most modeling approaches focus on investments in
new energy producing and consuming equipment,
which is typically assumed to have a fized useful
lifetime. In scenarios where
significantly (either through external factors or
xplicit policy initiatives), it may be economic to
retire facilities earlier or later than dictated purely by
physical depreciation rates. This endogenous calcula-
tion of facility retirement dates can be handled
analvtically in most models, but it represents a major
increase in data and computational requirements.

conditicns change

4.6 Avoiding Extreme Solutions

Another typical problem, particularly with models
that assume optimizing behavior on the part of
individual economic agents, is the danger of knife
edge results, where a small difference in the cost of
two competing technologies can lead to picking the
cheaper one only. This is generally handled by
disageregaring consumers into different groups who
see somewhat different prices for the same technol-
ogy (e.g., coal is cheaper in the coal fields than a
thousand miles away), modeling the decision process
as somewhat less than perfect, or building appro-
priate time lags into the modeling structure.

4.7 Accounting for Carbon Flows

Finally, estimating carbon flows for a given energy
system configuration can be complicated. It 1s more
accurate to measure emissions as close to the point of
combustion as possible so types of coal and oil
product can be distinguished and feedstocks (which
do not necessarily produce carbon emissions) can be
aetted out. However, a point-of-use model requires
far more data and computation than the models

1

used, the collection of r::—liable data is 2 major and
relatively time-consuming aspect of bottom-up ana-
lysis To leep data constraints from becoming a
serious obstacle to the analysis, two points are
essential, First, the bottom-up model should be
sufficiently flexible to adapt to local data constraints.
Second, the dara collection process should be as
efficient as possible. Efficiency can be maximized by
focusing the detailed analysis on sectors and end
uses, where the potential for GHG mitigation is most
significant, and avoiding detailed data collection and
analysis in other sectors.

Data collection generally begins with the aggre-
gate annual energy use and production figures
typically found on a national energy balance sheet.
The remaining data requirements depend largely on
(1) the dlSﬂEEL egated structure of the analysis, (2) the
Dolog and pohw optmns considered,

il
and (3) loca conditions and priorities.
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a bottom-up approach to mitigation analysis. They
tend to fall within five general categories: macro-
economic and socioeconomic data, energy demand
data, energy supply data, technology data, and
emission factor data. The full listing of potential
data requirements may appear rather daunting. In
practice, however, much of the data needed may
already be available in the form of national statistics,
existing analytical tools, and data developed for
previous energy sector studies. The development and
agreement on baseline projections of key variables,
the characterization of mitigation options relevant to
local conditions, and, if not already available, the
compilation of disaggregated energy demand data
are typically the most challenging data collection
tasks facing the analyst.

In general, emphasis should be placed on locally
derived data. The primary data sources for most
assessments will be existing energy balances, indus-
try-specific studies, household energy surveys, elec-
tric utility company data on customer load profiles,
oil company data on fuel supply, historical fuel price
series maintained by government departments, vehi-
cle statistics kept by the transportation department,



Data Sources for a Bofom-Up Mitigation Analvsis

Data categories Typ data Common data sourees
Macroeconomic variables
Aggregate driving variables GDP/value added, population, household Wational statistics and plans;

More derailed driving variables

Physical production for energy intensive
materiale; transportation requirements;

macroeconomic studies
.

Macroeconomic studies; fransport sector
studies; household surveys, etc.

agricultural production and irrigated
area; changes in income distribution, ete.

Energy demand

Sector and subsector torals

End-use and technology characreristics by~ Energy consumption breakdown by enduse
and device: e.g., energy use characterisiics
of new versus existing building stocl;

secror/subsectar

Fuel use by sector/subsector

Narional energy statistics, national
balance, energy sector vearbooks (oil,
electricity, coal, etc.)

I
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Local energy studies; surveys and audits;
stadies in similar countries; general rules

of thumb from end-use literature

vehicle stack; breakdown by type,
vintage, and efficiencies; or simpler

breakdowns
Response to price and income changes
(oprional)
Energy supply
Characreristics of energy supply,
transport, and conversion faciliries
factors, erc.)
Energy prices

Energy supply plans New capacity online dates, costs,

characrerisrics

Energy resources

Price and income elasticities

Capiral and O&M costs, performance
(efficiencies, unir intensities, capacity

Estimated, proven recoverable reserves of

Local econometric analyses; energy
economics literature

Local data, project engineering estimares,
Technical Assessment Guide; IPCC
Technology Characrerization Inventory

Local utility or government projections; for
globally rraded energy products

National energy plans; electric utility plans
or projections; other energy sector
industries (refineries, coal companies, erc.)

Local energy smudies

fossil fuels; estimated costs and potential
for renewable resources

Technology options

Technology costs and performance

factors, etc.)
Penetration rates

Capiral and O8M costs, performance
(efficiencies, unit intensities, capaciry

Local energy studies and project engineering
estimates; technology suppliers; other
mirtigation studies

Percent of new or existing stock replaced per

year; overall limirs to achievable potential

Emission factors

Kg GHG emitted per unit of energy
consumed, produced, or transported

National inventory assessments; IPCC
Inventory Guidelines IPCC Technology
Characrerization Inventory

and so on. The main thrust of the data collection
effort is not so much on collecting new primary data
but on collating secondary data and establishing a
consistent data set suitable for analysis using the
model of choice.

Where unavailable, particularly in developing
country analyses, local data can be supplemented
with judiciously selected data from other countries.
For example, current and projected cost and perfor-
mance data for some mitigation technologies (e.g.,

high-efficiency motors or combined cycle gas units)
may be unavailable locally, particularly if the
technologies are not presently in wide use. For this
purpose, technology data from other countries can
provide indicative figures and a reasonable starting
point. For data on energy use patterns, such as the
fraction of electricity used for motor drive in the
textile industry, the use of extemal data can be
somewhat more problematic. In general, it may be
possible to use estimates and general rules of thumb



USE IN A BOTTOM-UP ASSESSMENT
A botrom-up assessment tvpically compares the
energy and environmental consequences of one
future scenario against another. The scenarios may
be composed of widely different views of the world
(e.g., a rapidly growing economic world versus a
slowly growing one). These types of scenarios allow
companies to prepare for operations in either type of
future. Ofren, governments though may wish
analyze the consequences of their policy or program-
matic actions and in such a case it is desirable 1o
compare a policy scenario against a reference one.
The latter is often referred to as a business-as-usual
or baseline scenario. Developing these scenarios is a
complex process. It requires the combining of both
analyses with some judgment of the future evolution
of variables that are likely to affect the energy and
gnvironment system.

6.1 Developing a Baseline Scenario

Developing a baseline scenario that portrays social,
d‘mograph ic, and technological development over a
20- to 40-year or longer time horizon can be one of

the most challengmg aspects of a bottom-up analysis.
The levels of projected future baseline emissions
shape the amount of reductions required if a specific
policy scenario target is specified and the relative
impacts and desirability of specific mitigation op-
tions. For instance, if many low-cost energy effi-
ciency improvements are adopted in the baseline
scenario, this would yield lower baseline emissions
and leave less room for these improvements to have
an impact in a policy scenario.

Development of a baseline scenario begins with
the definition of scenario characteristics (e.g., busi-
ness as usual). Changes in exogenous driving vari-
ables are then specified and entered into the model,
which is run to simulate overall energy use and
emissions over the time horizon selected. The base-
line scenario is evaluated for reasonableness and
consistency and revised accordingly. Uncertainty in
the evolution of the baseline scenario can be reflected
through a sensitivity analysis of key parameters such
as GDP growth.

The procedure will vary somewhat depending on
the modeling approach used and the nature of a

: 0
pubhslwd plan the analyst might

choose to give t 1 he modf—l ore ﬂ"‘lblh to select a
future energy supph‘ system bﬂse on specific
criteria. If one is using 2n optimization model, it is
necessary to introduce certain COnSraings i
wishes to force the model toward a solution that
approximates a business-as-usual future

The rate of economic growth :md changes in
domestic energy markets are among thf: maost
important assumprtions affecring projected baseline
emissions. Official government GDP projections may
differ from other macroeconomic projections. In
terms of domestic energy markets, the removal of
energy price subsidies could greatly affect fuel choice
and energy efficiency, and thus baseline emissions
and the impacts of mitigation options.

A preparatory step in developing a baseline
scenario is to assemble available forecasts, projec-
tions, or plans. These might include national
economic development plans, demographic and
econQmic projections, Sector- sDeciﬁc plans (e.g.,
ror ,mrl steel industry),

ey’nancur\ﬂ nlanc 'Frn f]‘\P
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plans for rransport and other infrastructure, studies
of trends in energy use (economy Wlde, by sector, or
by end use), plans for investments in energy facilities
(electricity expansion plans, new gas pipelines, etc.),
studies of resource availability, and projections of
future resource prices. In short, all studies that
attempt to look into a country’s future—or even
the future of a region—may provide useful informa-
tion for the specification of a baseline scenario.
However, it is unlikely that every parameter needed
to complete the baseline scenario will be found in
national documents or even that the documents will
provide a consistent picture of a country’s furure. As
with much of the modeling process, the judgment of
the analyst in making reasonable assumptions and
choices is indispensable.

6.1.1 Developing Projections of Energy Demand
In bottom-up approaches, projections of future
energy demand are based on two parameters for
each subsector or end use considered: a measure of
the activity that drives energy demand and a measure
of the energy intensity of each activity, expressed in
energy units per unit of activity.



on housebold
products, and
ctivity may be
terms at the sectoral level
(e.g., total industrial value added, roral passenger-km

toﬂ—l-zil__) and by using indicators at the subsector
wo measures need not be identical. For
tal industrial valve added is 2 common
illdlC&tOl‘ tor aggregate activity for the Industrial
sector, but for specific subsectors such as steel or
cement one often uses tons of production as a
measure of activity. In general, physical measures of
activity are preferable but they are not appropriate
in all cases (such as in light industry, where there is
no aggregate measure of physical production).

In bottom-up approaches, furure values for driv-
ing acrivities are exogenous—that is, based on
external estimates or projections rather than being
estimated by the model itself. Future values can be
drawn from a variety of sources or estimated using
various forecasting methods. Estimates of the future
levels of activity or equipment ownership depend on
local conditions and the behavioral and funcrional
relationships within each sector.

Projections of the furure development of energy
intensiries In each subsector or end use can be
expressed in terms of final energy or useful energy.

When the choice of end-use options is conducted
within
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the meodel, however, the energy demand
should be given in terms of useful energy to allow
the model to select among technologies for meeting
the energy requirements.

Projections should start from the base year values,
such that the sum of the product of energy intensity
and activity level in each subsector add up to total
final or useful energy use in the base year. In energy
statistics, the data are normally presented in terms
of final energy. If the useful energy refers to the
amount of energy requu‘ed to meet particular
demands for energy services. It is typically estimated
by multplying final energy consumption by the
average conversion efficiency of end-use equip-
ment (e.g., of oil-fired boilers). Applying the concept
of useful energy is more difficult in the transport
sector, although one can use the estimated conver-
sion efficiency of generic engine types in various
vehicle classes. If the projections are to be given in
useful energy units, the statistical data should be
converted using estimated base year efficiencies for
each end use.

Ideally, the projections of energy intensities are
based in part on historical developments To the

extent statistical data on a CUSB.ggIEgBIEC level are

g
technologies and furure
efhciency 1111pmveme'1ts that should be included in

It is im poLt nt to distinguish between improve-
ments included in the exogenous demand projectior
and improvements thar are explicitly mcluded as
technology options in the model. For example, future
improvements of building insulation standards can
either be directly included in the demand projections
as an improvement of intensity for space heating or
modeled as techunology options that can be chosen
individually in the assessment, depending on their
attractiveness in the different scenarios. The distine-
tion is especially important in optimization models.
One can assume that the insulation standards will be
implemented (e.g., through use of regulations) or
allow the model to choose the implementation. In the
latter case, the insulation option will be implemented
if its cost is less than the cost of supplying the heat
using available options for space heating,

Once the initial baseline scenario is prepared, it is
reviewed tO assess whether it presents a comprehen-
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real- Wodd constraints. Some specific questions might
include the following:

¢ Can the indicated growth rates in energy demand
be sustained over the study pemodf Isita
reasonable rate, given recent experience in the
country and region?

« Is the level of capital investment needed to sustain
the indicated levels of industrial growth likely to
be forthcoming?

= Will the country be able to afford the hill for fuel
imports that is 1_mphed by the baseline scenario?

¢ Will the capital investment needed for energy
supply system expansion be available, given
competition for limited financial resources?

¢ Is the indicated increase in transportation use
plausible, given current and planned
transportation infrastructure?

o Arve the emission factors in use appropriate for
future technologies?

Answers to these types of questions might indicate
the need for adjustments to the baseline scenario or
sensitivity analyses of key parameters.
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Scenarios

accurate and internally consistent esti-
ost and emissions lmpacts since

s reduction from employing a

depend on the other options

scenario. For instance, the level of
reduction in GHG emission asso mted with ar
Opthll that saves electricity is dependent on the
electricity generation resources whose use would be
avoided (e e.g. coal, oil, hydre, or a mix). In reality,
the type of electricity generation that the efficiency
option would avoid will change over time, and, if
lower GHG emirting electricity resources are also
introduced in the scenario, the GHG savings of the
efficiency option may be reduced. Integrated scenar-
io analyses are intended to capture these and other
interactive effects.

Where using an optimization model, the differ-
ence in input data for the baseline scenario and the
policy scenario(s) is typically less than in an
accounting model, where the choice of technologies
is exogenous to the model. An optimization model

chooses from the whole set of avaﬂabh technologies
a cqﬁcF\ the crn e1 CONStraints,

[}

6.2.1 Objectives for a Policy Scenario
Several objectives are possible for designing a policy
scenario. The objective depends on political and
practical considerations. Types of objectives include
the following:
« Emission reduction targets. For example: 12.5%
lchCthD in CO, emissions by 2010, and 25
reduction by 2030, from baseline levels. An
alternative is to specify reductions from base year
levels, which avoids making the amount of
reduction dependent on the specification of the
baseline scenario.
¢ Identification of options up to a certain cost per
ton of energy or emissions reduction. The energy
or emissions rPduCtion given by the resulting

3%
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/

Leductlon that could be achleved at a certain
marginal cost.

¢ No-regreis scenﬂrio. This scenario is a common
variant of the previous type of objective, where
tha screening ""‘lﬁu].g()ld ig escential v ZerQ Cost per

r GHG reduced.

onne of energy
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e Specific technology options o
options. Fa wples of this type
be a natural gas scenario, a renev
scenario, or a nuclear scenario.

7. RESULTS FROM A
BOTTOM-UP APPROACH
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ing are some les q estions that an analyst
m-up energy
$ECTOr ASSESSIMEnt:

1. What is the economic cost of providing energy
services in a baseline or policy scenario? What is
the incremental cost between scenarios?

1a. What are the capital and foreign exchange
implications of pursuing alternative scenarios?
. What is the economic cost of pursuing
particular mitigation (policy and technology)
options, such as high efficiency lighting or a
renewable technology, and what are its local
and global environmental implications?
What are the costs of reducing emissions to a
predetermined target level? (Target may be
annual or cumulative).

4. What is the shape of the marginal cost curve for

reducing carbon emissions?
4a. How do alrernative technologies rank in terms
of their carbon abatement potential?
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Any one of the three types—accounting, optimiza-
tion, and iterative equilibrium—of models discussed
here can address questions 1 and 2. Question 1a is
important for developing country planners, since
these two cost components are often insufficient in
these countries.

Question 3 is easiest to address using an optimiza-
tion model. Question 4 requires that energy supply
and demand be evaluated in an integrated manner. A
demand-side mitigation measure may change the
energy supply configuration measure, which will
affect the GHG emissions of the energy system. The
optimization and iterative models are capable of
capturing the integrated effect and deriving the
changes in environmental emissions. The accounting
models may not capture the changes in the energy
supply mix and the consequent GHG emissions and
thus may show higher emissions reduction for a
mitigation measure. Only the optimization models
can calculate marginal costs directly. In the other
models, an approximation of the marginal cost curve
can be constructed by performing a large number of
carefully selected runs.
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